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Abstract

Previous viewpoint selection methods in volume visualization are generally based on some deterministic measures of viewpoint
quality. However, they may not express the familiarity and aesthetic sense of users for features of interest. In this paper, we
propose an image-based viewpoint selection model to learn how visualization experts choose representative viewpoints for
volumes with similar features. For a given volume, we first collect images with similar features, and these images reflect the
viewpoint preferences of the experts when visualizing these features. Each collected image tallies votes to the viewpoints with
the best matching based on an image similarity measure, which evaluates the spatial shape and appearance similarity between
the collected image and the rendered image from the viewpoint. The optimal viewpoint is the one with the most votes from the
collected images, that is, the viewpoint chosen by most visualization experts for similar features. We performed experiments on
various volumes available in volume visualization, and made comparisons with traditional viewpoint selection methods. The
results demonstrate that our model can select more canonical viewpoints, which are consistent with human perception.

Categories and Subject Descriptors (according to ACM CCS): 1.3.3 [Computer Graphics]: Picture/Image Generation—Line and

curve generation

1. Introduction

Different viewpoints may convey significantly different visual in-
formation about features. In order to effectively analyze and under-
stand structures, it is better to suggest the optimal viewpoint for the
initial exploration and overview of 3D volumes for users [ZAM11].
This is usually regarded as the problem of optimal viewpoint selec-
tion, which can avoid the use of the non-intuitive and trial-and-
error viewpoint search process, and provide representative view-
points for fast browsing through volume collections. Many volume
visualization methods also consider viewpoint selection as an im-
portant step in their pipelines, such as image based transfer function
design [WQO7] and proxy-image based interactive remote visual-
ization [TCM10,CMP14].

Traditional viewpoint selection methods in volume visualiza-
tion allow users to rotate objects freely and choose a good view-
point based on their own perception. However, it would be diffi-
cult to search for a good viewpoint from scratch due to the high
degree of freedom of 3D interaction for general users. Thus, sev-
eral automatic viewpoint selection methods have been proposed
to maximize the amount of the visible information of objects in
2D rendered images based on some deterministic measures of
viewpoint quality, for example, surface area entropy [TFTNOS5],
voxel entropy [BSO05], opacity entropy [JS06], shape/detail mea-
sure [TLB*09], and gradient/normal variation [ZAM11]. Although
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these deterministic measures are suitable for some applications
based on the mathematical soundness, it may be hard to express
the familiarity and aesthetic sense of users, which are important
in user-preferred viewpoints based on the psychophysical experi-
ments [BTB99].

Visualization experts are more familiar with objects and their
functionalities, and they can generally select better representative
viewpoints. In addition, it is not necessary to ask experts to compare
pairs of views or vote on the optimal viewpoints, as they have al-
ready shown viewpoint preferences in their 3D visualizations, such
as rendered images and manually generated visualization results.
For example, there are already many published papers on volume
visualization, such as volume rendering and transfer function de-
sign. These papers usually leverage public volumes as examples
to demonstrate their methods, and visualization experts generally
select their preferred viewpoints for the volumes to express their
intents in a clear manner. It may meet their aesthetic criteria, max-
imize the amount of information about interesting features in the
rendered images, or highlight some particular features, such as tu-
mors. These rendered images contain the viewpoint information,
and they are usually representative viewpoints for the volume. The
main motivation of our approach is to extract the viewpoint infor-
mation from 3D visualizations and select the optimal viewpoint for
relevant volumes.

In this paper, we propose an image-based viewpoint selection
model for volume visualization. This model uses the images in vol-
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ume visualization to investigate the viewpoint preference for vol-
umes involved in the images. Images in volume visualization are
first collected and classified into several categories/voter datasets,
such as the head, fish, and engine. These images are cleaned and
organized to compose a voter database, which provides a compre-
hensive coverage of all available volume categories.

Given a volume, we first select one voter dataset with similar
features from the voter database. A shape-appearance based simi-
larity measure for images from the voter dataset and rendered im-
ages of the volume is introduced to facilitate the image-based view-
point selection. Based on this similarity measure, each image in the
voter dataset casts votes to the viewpoints with the best matching.
The optimal viewpoint for the volume is the viewpoint with the
most votes from the images in the voter dataset. In this way, our
viewpoint selection model tries to learn how visualization experts
choose representative viewpoints for volumes with similar features.
It may represent visual saliency that cannot be captured quantita-
tively in previous measures for viewpoint selection.

The paper is structured as follows. Related work is discussed in
Section 2. Section 3 introduces the image-based viewpoint selec-
tion model. In Section 4, we describe the shape-appearance sim-
ilarity measure and the voting scheme for viewpoint selection. In
Section 5, we describe how to construct voter datasets, and com-
pare out results to previous methods. Finally, we draw conclusions
in Section 6.

2. Related Work

Viewpoint selection is a widely investigated research area in com-
puter vision, computer graphics, and visualization. Existing meth-
ods in these areas can be broadly classified into three categories,
namely, entropy based methods, feature based methods, and learn-
ing based methods.

2.1. Entropy Based Methods

Blanz et al. [BTB99] introduced the "canonical views" by
computer-graphics psychophysics. These views are a small number
of user-preferred viewpoints and have four attributes: goodness for
recognition, familiarity, functionality, and aesthetic criteria. Based
on this research, the optimal viewpoint generally provides the most
information about 3D objects. Starting with the pioneering work of
Viazquez et al. [VFSHO1], many viewpoint selection methods use
information theory to find the optimal viewpoint for meshes and
volumes [Vio07, BRB*13].

Takahashi et al. [TFTNOS] presented a decomposition based
viewpoint selection method. The volume is decomposed into fea-
ture components, and the locally optimal viewpoint for each feature
component is computed by the surface area entropy [VFSHO1]. The
global optimal viewpoint is obtained by combining all locally opti-
mal viewpoints. The voxel entropy [BS05] is used to identify a min-
imal set of representative viewpoints. Each voxel is assigned a note-
worthiness value, such as the opacity, and the optimal viewpoint is
the one with voxel visibilities proportional to their noteworthiness.
Ji and Shen [JS06] further investigated image-based metrics for
viewpoint selection, such as opacity entropy, color entropy, and cur-
vature information. These metrics prefer an even opacity and color

distribution with a larger projected area and more perceived cur-
vatures. Vazquez et al. [VMNO8] applied multi-scale entropy and
algorithmic complexity to select representative viewpoints. Tao et
al. [TLB*09] introduced two view descriptors: the shape view de-
scriptor evaluates the overall orientation of visible boundary struc-
tures, and the detail view descriptor measures the amount of visible
details on boundary structures. An evaluation function based on the
viewpoint entropy [ZW10] is introduced to measure how evenly the
opacity and luminance value are distributed in the rendered image.
Ruiz et al. [RBFS10] proposed an information channel to measure
the visibility of each voxel with the set of visible viewpoints. The
voxel mutual information is used to measure the informativeness
of the viewpoint, which prefers various changes in visibility and
more details. Entropy based methods generally do not consider the
semantic information of features, and therefore they may not select
the optimal viewpoints for semantic-meaning features.

2.2. Feature Based Methods

Feature based methods maximize the amount of the feature infor-
mation in the images. Hong and Shen [HSO7] applied the reflec-
tive symmetry to find optimal viewpoints by minimizing symmet-
ric information of features in the volume presented in the images.
Zheng et al. [ZAM11] presented a viewpoint suggestion frame-
work, 1View. In this framework, features are first clustered based on
gradient/normal variation in high-dimensional space, and promis-
ing viewpoints are suggested during the volume exploration pro-
cess based on what the user has already seen. Kim et al. [KUBS13]
employed the Harris interest point detection algorithm to locate
interest points as features in the volume, and found the optimal
viewpoint by minimizing the occlusion between points by princi-
pal component analysis.

Generally, the optimal viewpoint for a given volume depends
on intended applications. In medical applications, users are usually
interested in small critical features, such as tumors and particular
vessels in the head. Chan et al. [CQWZ06] defined a viewpoint s-
election framework for angiographic volumes. Visibility, coverage,
and self-occlusion of features of interest are designed to search for
the optimal viewpoint in the viewing sphere. The LiveSync interac-
tion metaphor, proposed by Kohlmann et al. [KBKG07, KBKGO08],
synchronizes the 2D slice view with the volumetric view of medical
datasets. All these images are 3D visualizations, and our approach
can utilize these images to select the preferred viewpoints for sim-
ilar volume datasets in specific applications.

2.3. Learning Based Methods

Recently, several viewpoint selection methods have been proposed
based on data-driven learning in computer graphics. Laga and
Nakajima [LNO8] proposed a saliency learning based framework
based on the light field descriptors for automatic viewpoint selec-
tion of 3D models. Intelligent design galleries proposed by Vieira et
al. [VBP*09] train a classifier learned from the user interaction on
viewpoints. This classifier is based on few users’ viewpoint prefer-
ences and a large set of view descriptors, such as 2D image qualities
and 3D feature visibilities. Secord et al. [SLF* 11] conducted a large
user study to collect the relative goodness of viewpoints based on
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Figure 1: Pipeline of the image-based viewpoint selection model. 3D visualizations are organized and stored in the voter database. The voter
dataset with similar features in the input volume is chosen from the voter database, and each image casts votes to its most similar candidate
viewpoints by similarity voting. A voting sphere records the votes of each viewpoint, and the optimal viewpoint is the one with the most votes.

human preferences, and leveraged the result to train a linear model
based on many previously proposed attributes of viewpoints. Liu et
al. [LZH12] introduced a web-image voting method for viewpoint
selection of 3D models. Each web-image votes on its most similar
viewpoints based on the image similarity, and this performs better
than previous view descriptors.

Our approach belongs to the data-driven learning based method.
Previous methods largely use data produced by crowdsourcing or
general users, such as users’ preferences by user studies and im-
ages uploaded by general users. However, since visualization ex-
perts usually can provide more representative viewpoints for the
volume investigated, this paper utilizes another data source, that is,
3D visualizations generated by visualization experts, to learn how
they select viewpoints. To the best of our knowledge, our work is
the first attempt so far to leverage 3D visualizations for viewpoint
selection in volume visualization.

3. Image-Based Viewpoint Selection Model

Visualization experts generally choose the viewpoints carefully in
their 3D visualizations to convey as much information as possible,
to highlight important features, or to maximize some other met-
rics. 3D visualizations under these viewpoints are also often aes-
thetically pleasing. This paper attempts to extract the perceptual
viewpoint information from the images generated by experts, and
applies to select representative yet semantically meaningful view-
points for relevant volumes. We propose an image-based viewpoint
selection model. The inputs are a volume and relevant images with
similar features in the volume. These images can be collected from
many sources, such as published papers in the volume visualization
literature and books with illustrations created by artists. The model
learns from these relevant images by optimizing the best match-
ing between relevant images and the rendered result of the volume
from one viewpoint. Finally, it suggests an optimal viewpoint most
similar to the one previously chosen by visualization experts.

The pipeline of our model is illustrated in Fig. 1. Given a vol-

ume as well as a transfer function, we first select one voter dataset,
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which contains similar features in the given volume, from the voter
database. We leverage the images in the voter dataset to select the
optimal viewpoint for the volume by similarity voting. Each image
picks the most similar viewpoints by measuring the similarity be-
tween the image in the voter dataset and the rendered image of the
volume from the viewpoint. We record the number of votes for each
viewpoint in the voting sphere and suggest the optimal viewpoint
with the most votes.

4. Similarity Voting

The voter dataset D = {I},l,....,Iy} is a collection of images,
which have similar features in the given volume. /; is the i-th voter
image and N is the number of images. The volume can be observed
from any viewpoint with arbitrary orientation. For simplicity, we
sample the viewpoints on the viewing sphere [JS06] uniformly. All
viewpoints are located on the surface of the viewing sphere, and
the center of the viewing sphere coincides with the volume center.
The viewing direction is from the viewpoint position to the volume
center. These uniformly sampled viewpoints compose a set of can-
didate viewpoints as V = {vy,vs,...,var }, where M is the number of
viewpoints. We can generate an image for each viewpoint by vol-
ume rendering, and these images constitute the candidate dataset
C = {Ry,Ry,...,Ry}. Based on the image-based viewpoint selec-
tion model, each image in D will cast votes to its most similar im-
ages in C according to the image similarity measure.

The image similarity measure has been widely investigated in
computer vision, especially image classification [LSP06] and im-
age retrieval [PCI*07]. The well-known model is the bag of words
(BoW) model [CDF*04], which is inspired by the success of BoW
in text classification. The BoW model is based on the representa-
tion of affine invariant features extracted from local patches of an
image. The most commonly used feature extraction methods are
SIFT (Scale-Invariant Feature Transform) [Low04] and HOG (His-
togram of Oriented Gradients) [DT05]. The codebook can be fur-
ther generated by clustering these features, and each element is a
visual word in the BoW model. Each feature is represented by the
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code in the codebook, and all features in an image form a code vec-
tor. Based on the code vectors in the training dataset, an SVM with
a nonlinear kernel can be used for image classification. Recently,
researchers found that the spatial layout of features is also impor-
tant for improving the performance of image recognition [LSP06].

In this paper, we focus on the similarity measure between images
in the voter dataset and the candidate dataset. Generally, an image
matches another image if their spatial shape and appearance distri-
butions are both similar [BZMO07, KSX14]. Therefore, we measure
the image similarity from the similarity of the spatial shape and ap-
pearance distributions. The image similarity measure s; ; between
the image /; and the rendered image R; generated from the view-
point v; is defined as follows

8ij = OSspape (i, R ) + (1 — &) Sappearance (1is R}, )

where Sgpape and Sappearance are the evaluation functions of the
shape and appearance descriptors, respectively, and the parameter
o € [0,1] is the weight to control the trade off between the shape
and appearance descriptors. The shape and appearance similarity
values are normalized into [0, 1] separately before the combina-
tion.

The up-vector of the camera has a great influence on the spatial
layout of shape and appearance of features. In this paper, we main-
ly focus on the viewpoint position. Thus, the influence of differen-
t up-vectors from the same viewpoint position should be reduced
in the image similarity measure. Therefore, we need to transform
the images both in the voter dataset and the candidate dataset be-
fore computing the similarity. Principal component analysis (PCA)
is applied to positions of the pixels in the foreground of the im-
age, which have a non-zero accumulated opacity. The origin of the
transformed coordinate system is the central position of these pixel-
s. The principle axis with the larger principle component is aligned
with the y axis of the transformed coordinate system, while the oth-
er axis coincides with the x axis. Each image is rotated based on its
principle axes, and resized so that the larger principle componen-
t becomes one. The resized image is cropped with the same size.
In addition, features in the images of the voter dataset may have
various colors, and these colors may be different from the one of
features in the given transfer function. Thus, we cannot use the col-
or information in the image similarity measure, and the shape and
appearance descriptors are both evaluated on the intensity images.

4.1. Shape Descriptor

The shape information of features may differ significantly when
observing the volume from distinct viewpoints. Since the images
in the voter dataset contain similar features, we can use the shape
difference to select the most similar viewpoints for each image in
the voter dataset. Shape descriptors, such as the spatial distribu-
tion of edges, have been proved to be beneficial in image recogni-
tion [OPZ06], especially in the absence of color and texture infor-
mation. Since edges in the image represent the geometrical charac-
teristic of visible features, only edges are sufficient to discriminate
different objects from each other when the boundaries of features
are clearly rendered.

The image in the voter dataset may have different projective

Level 1 Level 2 Level 3

Level 0 (original image)

i
i

PHOG

Vector L

2 L)
1=0,4° 1=1,4' 1=2,4 1=3,4

Figure 2: A pyramid representation of the image and its PHOG
vector.

transformations, and the up-vectors of the camera are also approx-
imately aligned. Compared to other shape descriptors, a Pyramid
of Histograms of Orientation Gradients (PHOG) [BZMO07] is less
sensitive to small rotation and does not require strict spatial cor-
respondence. Therefore, we chose PHOG as our shape descriptor,
because PHOG is designed to handle varying degrees of spatial cor-
respondence. In PHOG, the image is represented by its local shape
and the spatial layout of its shape.

The local shape is defined by the distribution of edge orientation-
s. Each image is first converted to an intensity image, and then the
Canny edge detector is used to extract edge contours. The orienta-
tion gradient at each pixel on the edge contours is computed via a
Sobel operator, and is discretized into K orientation bins, ranging
from 10 to 80. The local shape corresponds to a histogram of edge
orientations. For each contour point in the region, the contribution
is weighted by its gradient magnitude. The generated histogram is
a Histogram of Orientated Gradients, called a HOG vector, and can
be considered a bag of words, where each word is a quantization
on edge orientations.

The spatial layout of its shape is captured by a pyramid represen-
tation of the image, as shown in Fig. 2. A HOG vector is computed
for each region at each pyramid resolution level, and the PHOG de-
scriptor of the image, namely the PHOG vector, is a concatenation
of all HOG vectors, a vector with K'Y ;<; 4! elements, where L is
the number of levels and K is the dimension of the HOG vector
(the number of bins in the histogram). In our implementation, the
number of levels is limited to 3 (L = 3) to avoid over fitting. The
PHOG vector is further normalized to avoid over-weighting images
with more edges.

If the voter image /; and the rendered image R; are represented
by the PHOG vectors H; and H, respectively, the shape similarity
between /; and R; can be computed by the PHOG similarity of H;
and H;. The PHOG similarity is defined as

Sshape(]iij) = Z aldl(Hi7Hi)7 )]
le[1,L]
where q; is the weight at level /. The similarity between two vec-
tors can be evaluated by many similarity metrics. Histogram inter-
section [LXWO05] is widely used in image classification due to its
simplicity and effectiveness. Thus, we use histogram intersection
to compute the similarity between H; and H; at level [ as

k4!
di(H;,Hj) =Y min(H;(k),H;(k)). 3)
k=1
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(a) A voter image and its HOG vectors.
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(b) One rendered image and its HOG vectors.
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(c) Another rendered image and its HOG vectors.

Figure 3: Three images’ HOG vectors of the tooth dataset. The histogram representations from levels | = 0 (K =20)to [ = 3 (20 x 43 =1280 )
for each image is shown from left to right, respectively. The histograms between (a) and (b) are more similar than the ones between (a) and
(c), that is, the image in (b) shares more similar shape information with the voter image.

Each level is generally weighted using a; = 1/ Z(L_l), that is, his-
tograms at finer resolutions are effective than those from coarser
resolutions in the shape similarity measure [LSP06]. Level O is less
distinctive for viewpoint selection, as it could not differ the front
view from the back view for a symmetric feature. Thus, we only
consider level 1 to level L in computing the similarity.

The distance between two PHOG descriptors shows the simi-
larity of local shapes and their spatial layouts. A higher similarity
between the images I; and R; means that the viewpoint v; is more
similar to the viewpoint in the image /;. Fig. 3 shows three PHOG
vectors (L = 3 and K = 20) for three images of the tooth dataset.
The image in (a) is a voter image, and other images are two ren-
dered images from different viewpoints. The shape similarity be-
tween the images in (a) and (b) is 0.84, while the shape similarity
between the images in (a) and (c) is 0.70. Thus, the viewpoint in (b)
is more similar to the one of the voter image, and this is consistent
with human perception on observing these images.

4.2. Appearance Descriptor

Shape information alone is not sufficient to distinguish all types of
images, especially with rich appearance information, such as tex-
tures. Thus, an appearance descriptor of the image is required to
find a better matching. Similar to the shape descriptor, the image
can be represented by its local appearance and the spatial layout of
its appearance in the appearance descriptor.

SIFT is a widely used feature descriptor to detect and describe
local patches in the image. Originally, SIFT descriptors are com-
puted only at interest points. However, the recent comparative e-
valuation [LPOS5] shows that SIFT descriptors computed densely at
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a uniform grid work better than the one at sparse interest points for
image classification. The dense appearance description is also nec-
essary to describe low-contrast regions, such as the skin and bone.
Therefore, this paper uses the dense SIFT descriptor to represent
the local appearance.

SIFT descriptors of 16 x 16 pixel patches are computed at each
pixel for each intensity image both in the voter dataset and the can-
didate dataset. In order to compare different SIFT descriptors effec-
tively, a visual vocabulary is learned from the SIFT descriptors in
the voter dataset by K-means clustering. Generally, a visual vocab-
ulary consists of K visual words (K =200 or K = 300). Each SIFT
descriptor is quantized into a visual word in the visual vocabulary.

Similar to the shape descriptor, the spatial layout of its appear-
ance is also captured by a pyramid presentation of the image, and
the appearance descriptor used in this paper is called a Pyramid of
SIFT (PSIFT) [LSPO06]. A histogram of the visual words is com-
puted for each region at each pyramid resolution level. Thus, level
0, the original image, is represented by a K-vector corresponding to
the K visual words in the histogram. The appearance descriptor is a
concatenation of all histogram, called the PSIFT vector. If the voter
image I; and the image R; are represented by the PSIFT vectors S;
and §;, respectively, the appearance similarity between /; and R;
can be computed by the PSIFT similarity of S; and S; as

Sappearance(IhRj) = Z aldl(Si7Sj)7 (€]

[€[0.L]
where q; is the same weight in Equation 2. Since the dense SIFT
descriptor is used, the length of the SIFT vector at level 0 is larger
than the length of the HOG vector at level 0. Thus, level O is includ-
ed in computing the PSIFT descriptor, and the number of levels is 2
(L = 2) in our implementation. The similarity between S; and S at
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level / is also computed using histogram intersection in Equation 3.
The PSIFT descriptor is a good description of approximate global
appearance correspondence between two images.

For the three images in Fig. 3, the appearance similarity between
the images in (a) and (b) is 0.71, while the appearance similari-
ty between the images in (a) and (c) is 0.62. Thus, the viewpoint
in (b) is also more similar to the one in the voter image from the
appearance perspective.

4.3. Viewpoint Voting

Based on the image similarity measure above, each image /; in the
voter dataset casts votes to its most similar viewpoints as follows.
The image similarity is first computed for each pair of the image /;
and each image in the candidate dataset. The images in the candi-
date dataset are sorted according to their similarity values with the
image /;. The image I; selects its most similar images for voting,
and the weight is the similarity value. In the implementation, the
number of voted images is log(|M|). Thus, the image ; casts votes
to the candidate viewpoints of its most similar /og(|M|) images.
For example, if the image R; is in the most similar images, the im-
age I; will vote to the viewpoint v; with the weight s(I;,R;). Using
the similarity value as the weight, it can avoid the mis-vote by the
images in the voter dataset, which have different features compared
to features in the given volume.

After voting of each image in the voter dataset, we can summa-
rize the voted weights to obtain the voting value for each candidate
viewpoint in the viewing sphere. The viewpoints with a non-zero
voting value are voted by the images in the voter dataset, and they
are similar to the viewpoints selected by visualization experts for
similar features. The optimal viewpoint is the one with the largest
voting value, that is, the optimal viewpoint is the one selected by
most images in the voter dataset. Besides the most voted viewpoint,
we can also obtain several representative viewpoints by clustering
viewpoints in the viewing sphere. Similar to the web-image vot-
ing [LZH12], mean-shift clustering can be applied to generate a
group of clusters. These clusters are then sorted according to the
voting value of the most voted viewpoint in each cluster. The rep-
resentative viewpoints are selected from the most voted viewpoints
or the cluster centers in sorted clusters.

5. Results and Discussion
5.1. Voter Dataset Construction

There are several large public volume collections, such as volvis'
and The Volume Libraryi. These volumes are widely used in the
volume visualization research as experimented examples to vali-
date the proposed method. In our experiments, the images in the
voter database are collected from the volume visualization liter-
ature, especially visualization journals (TVCG, CGF, The Visual
Computer) and conferences (IEEE Visualization, EuroVis, IEEE

T http://volvis.org/
¥ http://www?9.informatik.uni-erlangen.de/External/vollib/

Table 1: Voter datasets and the number of images in each voter
dataset

| Dataset | atom [ engine [ fish | foot [ head [ tooth [ tree | vessel |
[[Number | 34 | 143 | 54 | 30 | 207 | 49 | 73 | 30 |

Pacific Vis, Volume Graphics) from 1999 to 2014. If 3D visual-
izations are available in other sources, we can also include them in
the voter database for similarity voting.

There are nearly 3K collected images, which are generated by
volume rendering or illustrative visualization. Eight voter datasets
are extracted from these collected images for experiments in this
paper (about 2K collected images do not belong to these eight
datasets). Table 1 lists eight voter datasets and their associated im-
age numbers. The voter dataset of the head consists of several d-
ifferent volumes, and has 207 images, which display different fea-
tures using various transfer functions under different viewpoints.
Since one foot and two feet are significantly different, the foot vot-
er dataset contains only images of one foot in our experiment, and
the number of images is relatively small.

Our experiments were performed on a PC with 3.2 Hz Intel Core
i5 CPU and 32GB memory. Each image is rotated and scaled ac-
cording to its principal axes (0.2 seconds per image). The visual
vocabulary for the appearance descriptor is trained for each voter
dataset. The PHOG and PSIFT vectors of the images in the voter
datasets are also computed in the preprocessing. Based on previ-
ous experiments on image classification, the number of bins in the
histogram of the HOG vector is set to 20 and the number of the
visual words in the visual vocabulary is 200 in our implementation.
The preprocessing times of the PHOG vectors are 58.64 and 88.28
seconds for the engine and head voter datasets, respectively. The
PSIFT preprocessing includes SIFT descriptor generation, dictio-
nary construction and visual word quantization, and the times are
563.81 and 678.85 seconds for the engine and head voter datasets,
respectively.

5.2. Viewpoint Selection Results

The HEALPix package [GHB*05] was used to generate uniformly
distributed viewpoints on the viewing sphere. In our implementa-
tion, 1200 viewpoints were sampled on the viewing sphere to make
voting more stable, and the size of the rendered image is 512 x 512.
The weight o for the trade off the shape and appearance descrip-
tors is 0.25 in our experiments, since the appearance is generally
important in image recognition [BZMO7].

We first perform an experiment to validate the feasibility of the
image similarity measure in viewpoint selection using an NCAT
phantom. 40 viewpoints in front and back of the phantom dataset
were selected from the 1200 sampled viewpoints, and they are il-
lustrated as points in Fig. 4(b) and (d). The rendered images from
40 viewpoints compose a voter dataset. Two voter images are dis-
played in Fig. 4(a) and (c). Each voter image casts votes to its most
similar 10 rendered images out of 1200 viewpoints. The voting re-
sult is shown in Fig. 4(b) and (d). The color mapping from blue to
red corresponds to the voting value from low to high. It is clear that
the image similarity measure accurately selects viewpoints in front

(© 2016 The Author(s)
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(a) (b)

(c)

Figure 5: (a)—(c) Three representative viewpoints of the carp dataset based on our method. (d) Three voter images with similar viewpoints

from the voter dataset.

(®)

S

(c) (C))

Figure 4: The image similarity measure in viewpoint selection of
the NCAT phantom. Two voter images of 40 selected viewpoints
are shown in (a) and (c), respectively. The voting sphere is shown
in (b) and (d). 40 viewpoints are displayed in black or red points,
and the viewpoints of (a) and (c) are marked in red in (b) and (d),
respectively.

and back of the phantom. Original 40 viewpoints have higher vot-
ing values, and the largest value is 9. Voter images also cast votes to
viewpoints around them. The larger the distance away from origi-
nal viewpoints is, the smaller the vote is. Thus, our image similarity
measure is less sensitive to small rotation and does not require strict
viewpoint correspondence in similarity voting.

Three representative viewpoints for the carp volume selected by
our method are shown in Fig. 5. These viewpoints are the most
voted viewpoints in the sorted clusters. Most images select side
viewpoints to avoid occlusion. As a result, our method selects two
side viewpoints as the representative viewpoints. In addition, sever-
al images are visualized from the fish back to show the swimming
pose of the fish. Thus, the viewpoint on the top is selected the third
representative viewpoint. Fig. 5(d) gives three voter images similar
to the three representative viewpoints, respectively.

(© 2016 The Author(s)
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We also tested our method using other five datasets: the sim-
ulated electron density distribution in a hydrogen atom, the foot,
the tooth, the engine, and the head of the visual male, as shown
in Fig. 6. The voter dataset of the head contains several different
volumes, and each volume reveals different features in its 3D visu-
alizations. However, for other four voter datasets, there is only one
volume in each voter dataset. The viewpoints in the atom, foot, and
tooth voter datasets are relatively focused, as shown in the voting
sphere in Fig. 7(a). Experts generally selected viewpoints with s-
lightly oblique shift for the atom and foot datasets, which is consis-
tent with aesthetic criterion. Thus, the optimal viewpoints selected
by our method lean to the left and the right, respectively, as shown
in Fig. 6(a) and Fig. 6(b). Similar to the opacity entropy [JS06], the
viewpoint chosen for the tooth dataset shows the maximum infor-
mation with a larger projection area. Inner structures of the tooth
can be easily recognized in Fig. 6(c). The viewpoints in the engine
voter dataset are quite diverse. As shown in Fig. 7(b), the most vot-
ed viewpoints are three-quarter views. The reason may be that the
engine is not symmetrical, and different viewpoints reveal different
aspects of the engine. As a result, there is no agreement in the op-
timal viewpoint for the engine. As shown in Fig. 6(d), the optimal
viewpoint selected by our method is quite close to three-quarter
views, which may be preferred by most users.

Head volumes are widely used in many published papers on vol-
ume visualization. There are 207 images in the voter dataset of the
head, and the viewpoints are usually front views, side views, and
three-quarter views. In our experiment, the transfer function is de-
signed to display both the skin and bone, as shown in Fig. 6(e).
The bones in the front view are visual clutter as shown in Fig. 1.
The optimal viewpoint selected by our method is a side view and
slightly over the ground, which agrees with what users choose for
familiar features. About 17.4% voter images cast votes to this view-
point. If we modify the transfer function to remove the skin, a d-
ifferent viewpoint selected by the same voter dataset is displayed
in Fig. 9(a). We further use the Chapel Hill CT head to validate
the effectiveness of our method using the same head voter dataset.
Figure 8 shows three optimal viewpoints under different transfer
functions, which show both the bone and skin (a), the bone on-
ly (b), and the skin only (c), respectively. Compared with the op-
timal viewpoints of the head of the visual male in Fig. 6(e) and
Fig. 9(a), the optimal viewpoints are all side views, and therefore
our method is relatively stable for similar features under differen-
t transfer functions. In addition, these optimal viewpoints are not
the same viewpoint for different volumes and transfer functions.
The optimal viewpoint is selected based on the similarity between
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Figure 6: The image-based viewpoint selection results of the simulated electron density distribution in a hydrogen atom, the foot, the tooth,
the engine, and the head of the visual male from (a) to (e), respectively.
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Figure 7: The top and bottom views of the voting spheres of the foot
(a) and the engine (b). The voted viewpoints are relatively focused
in small regions for the foot, and the optimal viewpoint is indicated
by the red point in Fig. 6(b). The voted viewpoints are quite diverse
around the voting sphere for the engine, and the optimal viewpoint
is indicated by the red point in Fig. 6(d).
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the feature under the current transfer function and the feature in the
voter images. Thus, our method can optimize the optimal viewpoint
for different features.

We compare our method to the opacity entropy [JS06] and the
shape-detail descriptor [TLB*09] using three datasets: the head of
the visual male, the bonsai tree, and the aneurism, as shown in
Fig. 9. The head and the bonsai tree have clear semantics mean-
ings, especially the up direction. All selected viewpoints for the
head dataset are side views. As shown in Fig. 9(a), the optimal
viewpoint of our method is a low displacement under the ground,
but other two methods select the viewpoint with a relatively large
displacement under/over the ground, respectively. There are 73 im-
ages and at least three different volumes in the tree voter dataset.
For the bonsai tree in Fig. 9(b), our method accurately recognizes
the up direction, and the viewpoint is familiar to most users. Most
images in the voter dataset have the same up direction as ours. S-
ince the opacity entropy prefers an even opacity distribution and a
larger projection area, the selected viewpoint is under the ground
and hides most information of the bonsai tree. Similarly, the shape-
detail descriptor prefers larger visible structures and local features
as well as even relative orientation to the viewing direction. The
viewpoint under the ground satisfies these requirements, and also
has larger projection area. However, the viewpoint may not be ac-
ceptable in general applications.

For the aneurism, the users are generally interested in the a-
neurism, and avoid any occlusion to it. The images in the voter
dataset reflect this preference, and the viewpoint selected by our

(W)

Figure 8: The optimal viewpoints of the Chapel Hill CT head under
different transfer functions, which highlight both the bone and skin
(a), the bone only (b), and the skin only (c). The optimal viewpoints
are slightly different under these transfer functions.

method shows the aneurism more clearly. However, due to the lack
of this semantic restriction, the viewpoints selected from other two
methods both have occlusion to the aneurism, as shown in Fig. 9(c).
Previous viewpoint selection methods generally depend on the pre-
defined metrics of viewpoint quality. Currently, these metrics may
be not complete for viewpoint selection in general applications, and
it is also difficult to quantize some criteria on how users or experts
select viewpoints. Our method directly learns how experts choose
the viewpoint for similar features based on the image similarity,
and it can better utilize implicit criteria in 3D visualizations, such
as semantic information in different applications.

The computational time contains three parts: rendered image
generation, PHOG similarity computation, and PSIFT similarity
computation, and it largely depends on the number of candidate
viewpoints and the number of images in the voter dataset. The
times to generate all rendered images from the candidate view-
points are 20 and 22 seconds for the 256 x 256 x 128 engine and
the 256 x 256 x 225 head, respectively. The PHOG similarity com-
putational times are 0.3 seconds and 0.4 seconds per image for the
engine and the head, since the rendered images of the head have
more edges. Most time is consumed in the PSIFT similarity com-
putation (2.1 seconds per image for the engine and 2.2 seconds per
image for the head), as each pixel in the rendered image requires to
compute its SIFT descriptor, and be quantized into a visual word in
the visual vocabulary. The efficiency can be further improved, since
each rendered image is independent and can be parallel processing.

(© 2016 The Author(s)
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Figure 9: Comparison of the optimal viewpoints for the head of the
visual male, the bonsai tree, and the aneurism datasets obtained
by three different methods: our method (left), the opacity entropy
(middle), and structure-aware viewpoint selection (right).

5.3. Discussion

When the given volume is rare in 3D visualizations, there will be
few relevant images so that we cannot compute the optimal view-
point for the volume. One possible solution is to ask domain ex-
perts or visualization experts to select a few optimal viewpoints,
and these images are considered the voter dataset for this category
of volumes. The required number of images generally depends on
the complicity of interesting features. For example, if the feature
is simple, about ten images are enough for similarity voting. Af-
ter that, our method can select the optimal viewpoint as the initial
exploration viewpoint for other volumes in this category.

In the meanwhile, since 3D visualizations are continually in-
creasing each year, a new voter dataset can be constructed when
enough images are discovered for another category. New images
can also update previous voter datasets and be involved in similar-
ity voting. Therefore, the optimal viewpoints of previous volumes
will be further optimized with new images.

In the voter dataset construction, we manually classify each im-
age into eight categories as shown in Table 1. The images not be-
longing to eight voter datasets are stored and can be classified in-
to other voter datasets in future. Given a volume, we currently re-
quire the user to select the relevant voter dataset for similarity vot-

(© 2016 The Author(s)
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ing, which is a limitation of our method. Image classification tech-
niques can be used to simplify this process. For example, we can
use clustering methods to automatically group images into several
categories. We can also train a classifier based on the images in the
voter dataset using convolutional neural networks. Thus, only new
images need to be further classified.

In the voter dataset, some "worst-case" viewpoints may exist in
the collected images. We currently do not remove these images, s-
ince the number of these images is relatively small. For example,
there are only three images in the "worst-case" viewpoints among
49 voter images in the tooth voter dataset. These "worst-case" view-
points have little influence on viewpoint selection in our method,
since we only assume that most of voter images are carefully se-
lected by experts. In addition, it may be difficult to judge whether
a viewpoint is the worst for different applications. For example,
Fig. 5(c) may be considered a worst viewpoint according to some
measures. However, this viewpoint can be also considered a repre-
sentative viewpoint when exploring the carp dataset [ZAM11].

6. Conclusion

In this paper, we presented an image-based viewpoint selection
model for volume visualization. Based on similarity voting, our
model extracts and optimizes the viewpoint information from ex-
isting 3D visualizations with similar features in the volume. Each
image/3D visualization tallies votes to the viewpoints with the best
matching based on the image similarity measure, and the measure
estimates the spatial shape and appearance similarity between the
image and the rendered image from the viewpoint. Since 3D visu-
alizations are generated by visualization experts and they are more
familiar with the semantic meanings and functionalities of features,
the viewpoint with the most votes from the images, that is, most
used by visualization experts, is considered the optimal viewpoint
for the volume. We collected images from the volume visualization
literature and extracted several voter datasets from these images.
Experiments on several volumes demonstrate that our method can
select high-quality and semantically meaningful viewpoints.

We would like to improve the computational efficiency of simi-
larity voting. Each image in the voter dataset requires to compute
the similarity with the rendered image of each viewpoint. This can
be accelerated by parallel processing such as GPU. Additionally,
although our experiments only use 3D visualizations from visual-
ization experts, our method can also incorporate them produced by
general users or crowdsourcing. This would provide more images
and voter datasets and extend the usefulness of our model in more
applications.
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